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Abstract  

The rapid advancement in Information Technology (IT) and the development of Artificial Intelligence 
(AI) makes systems more efficient and effective in performing day-to-day tasks, such as identification, 
extraction, detection, and recognition-related problems. These pose a serious indication towards the 
concept of Machine learning (ML) and the proposed efficient techniques for distinct purposes, which 
are either performed artificially supervised, semi-supervised or unsupervised ML. However, the ML 
systems have the potential to self-learn and adapt themselves by explicitly programmed existence 
based on earlier experience. ML and data mining approaches are justified in this research. It is featured 
in the Principal Component Analysis (PCA) method of supervised and unsupervised learning. Both 
machine learning algorithm approaches use a variety of methodologies. For this purpose, we use the 
same datasets for classification, regression, and clustering procedures, as well as the PCA data mining 
technique, to evaluate and perform on the K-Means, K-nearest neighbor (KNN), and support vector 
machine (SVM) algorithms. Finally, we present simulations that show the estimated criteria, 
parameters, and efficiency with effective algorithms’ performance, and state-of-the-art results. 

Keywords:  Machine Learning, Supervised Learning, Unsupervised Learning, Support vector machine 
(SVM), K-Means, Principal component analysis (PCA). 
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1. Introduction 

Nowadays, mostly in the industry, several machine learning systems for artificial 
intelligence are used. Some of them are supervised learning, while some are un-
supervised. In this era, the trend of Artificial Intelligence is turning the world to artificial 
intelligence [1]-[11]. The subbranch of machine learning. We have presented two 
different categories: circle and square. Supervised learning works on structured or 
labelled data, and we can provide different data to the machine. Then, supervised 
learning has learned from prior data and applies it to current data (new data). We 
provide model training knowledge, then the machine will predict that it is a circle or 
square. This supervised learning method is used in the classification and regression 
of subcategories [12]-[18]. Unsupervised learning works on unstructured or hidden 
data where we provide the machine with different data. Unsupervised learning 
observes the data, then classifies the data, as a result, once classification, we acquire 
different data in each group, and each group is distinct from the others. 

1.1. Used of artificial intelligence and machine learning 

The computer science industry is Artificial Intelligence (AI), and Machine Learning is 
a sub-sector of AI [19]-[23]. This emphasizes the creation of smart machines, 
problem-solving, learning about thinking, and human-like activities. In several 
companies, manufacturing, weather climate change, healthcare, managing an 
account, website, and numerous other industries Artificial intelligence (AI) and 
machine learning are increasingly widely used technologies. Face and voice 
recognition systems, biometrics, robotic surgery, remote sensing applications, and 
others, all are the examples. 

1.2. Comparison supervised and un-supervised learning 

We evaluate both supervised and un-supervised learning methods with the application 
of these techniques followed by PCA, SVM, KNN and K-Mean algorithms are all 
learning methods used [24]-[28]. These algorithms are used in the techniques of 
classification, regression, and clustering. We justify the outcomes of quick, accurate, 
and better accuracy, recall, accuracy, classifier, prediction, and clusters. 

 The major contributions of this paper are discussed as follows: 

 Initially, we studied various research related to machine learning techniques and the 
procedure of executions. And so, design a comparative analysis mechanism that 
evaluates the computational difference between support vector machine, K-nearest 
neighbors, K-mean algorithm, and principal component analysis. 

 In this paper, we present a comparative analysis of different ML algorithms and report 
the evaluation criteria, such as linear, non-linear with distinct kernel functions. It also 
includes the measurement of algorithm matrixes with the help of Euclidean, 
Manhattan, and Minkowski. 

 Finally, we compared the proposed comparative analysis with other state-of-the-art 
studies. 

The reminder of this paper is organized as follows. In Section 2, we study various 
related literatures and evaluate the analysis matrixes for comparative studies. Section 
3 discusses the measurement of performance analysis of principal component 
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analysis, support vector machine, K-nearest neighbors and K-mean algorithm. The 
experimental results are presented and discussed the comparison of the proposed 
study with other state-of-the-art methods in Section 4. Finally, we conclude this paper 
in Section 5. 

 
2. Background 

2.1. Classification, regression and clustering in machine learning 

Classification is the systematic method of arranging mechanisms into different 
categories and sub-categories based on their similarities. There are different types of 
classification in machine learning (Linear Regression, Nave Bayes Classifier, and 
Linear Classifier). Classifications include structured and labelled data. For example, in 
the following figure 1, which shows different components of classification which are 
used for various activities. Because different regression models differ based on the 
type of relationship between dependent and independent variables, linear and non-
linear regression algorithms are based on supervised and unsupervised learning 
methods, respectively. It performs regression tasks. There are many regression 
features used in machine algorithms (linear and non-linear), including structured and 
unstructured data as shown in figure 3. Regression Model features one and two are 
both features used in linear and nonlinear regression. Clustering is the primary form 
of unsupervised learning, and clustering has a multitude of uses with common 
implementations in a multitude of companies. Clustering is that the action of separating 
and executing information on behalf of the information machine makes a set of data 
called clustering and we assign special (ID) to each cluster. Figure 3 shows the 
different clusters [29]-[33]. 

 

 

Figure 1. Classification [17] 

 

 

Figure 2. Regression Models 
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Figure 3. Clustering [18] 

 
2.2. Data mining and the role of principal component analysis (PCA) 

Data mining is a technique for finding patterns in large databases, and it includes 
methods for combining machine learning, analytics, and database systems. DM is a 
growing sub-discipline of machine learning and deep learning with the goal of 
extracting knowledge (using sophisticated methods) from large data sets and 
translating it into an understandable context for further growth. The method of 
knowledge discovery is data collection (KDD It also covers data processing, pre-
processing, simulation and induction prerequisites, importance criteria, complexity 
considerations, post-processing of discovered constructs, simulation and instructional 
models, and data mining using various approaches. PCA is a dimensional-reduction 
method that is commonly used to assist with the estimations of huge sets of data by 
splitting a number of variables into smaller ones and incorporating most of the data 
from an information machine into a vast collection of data. Attempting to decrease the 
rise in test bunch parameters lowers the consideration for precision, but the trap in 
reducing dimensionality is to trade a bit immovable quality for simplicity of usage [34, 
35, 36]. Simpler sets of data are easier to inspect and recreate, making data 
examination easier and faster for machine learning models with a large number of free 
components to test. Preprocessing, decay measurement reduction, covariance and 
relationship eigenvalues and eigenvectors methods are all used in PCA. 

2.3. Support vector machine (SVM) algorithm 

It is based on the principle of supervised learning. SVM is a classification and 
regression algorithm. This method is utilized in supervised approaches and functions 
as a partition [36, 37]. for instance, the graph's X and Y components, are mixed 
classes. We must now divide two classes. Between the two classes, we'll draw a line. 
The Maximum Margin Hyperplane is what it's named. The support vector is the 
smallest data point between two classes. Linear, Nonlinear, and Kernel (Polynomial, 
Radial Base Function (RBF), and Sigmoid) functions are among the mathematical 
functions that utilize SVM. Figure 4 depicts the X1 and X2 components, as well as two 
classes: quadratic and circular. The maximum margin hyperplane separates the two 
classes, and the maximum margin is represented by two dotted parallel lines with 
hyperplane. Support vectors are the two data points closest to the greatest margin. 
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Figure 4. Support Vector Machine (SVM) [19] 

The main steps of the Support Vector Machine (SVM) algorithm work as follows: 

1. Explain the optimal hyper plane to optimize the margin. 
2. Expanding the over-definition with non-linearly distinct problems has a term of 

penalty for misclassification. 
3. Project information to high dimensional space, where it is less demanding to define 

surfaces with direct preference, reformulates the problem so that information is 
verifiably translated to this storage. 

4. End. 

    These are briefly defined some mathematical classification and regression function 
used in (SVM) algorithm. Linear SVM, Non-linear SVM, and Kernel function. These 
functions are given below: 

Linear SVM xi.xj 

Non-linear SVM ᶲ (xi).ᶲ (xj) 

Kernel function k(xi.xj) 

2.4. K-nearest neighbours (KNN) algorithm 

K-Nearest Neighbors (KNN) algorithm is a supervised and unsupervised machine 
learning algorithm that can be used for both classifications almost along with 
regression predictive problems the purpose of this method dividing the data into 
Classes from mixed or unstructured, and structured or labeled data [38, 39, 40]. This 
algorithm in dataset starts with a first Class of randomly selected nearest value. Which 
are used in beginning point for every nearest value and then perform repetitive 
calculation to optimize the position of the center values. KNN is a poor and lazy 
machine learning algorithm since it does not have a dedicated training process and 
uses all the training data when classifying and is also a non-parametric learning 
algorithm since it assumes little about the embedded results. The key step of the KNN 
method works as follows: 

1. We need a dataset to execute any measurement. So, in the middle of the primary 
step of (KNN), we have to stack both the planning and the test results. 

2. After that, we have to pick K's respect, for example, the closest knowledge point. 
K must be the value of the numbers. 

3. At each stage of the test detail, take the following: 
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3.1 Measure the gap between test information and each drive to plan information with 
the help of each technique to be specific: Euclidean, Manhattan or Hamming 
separately. Euclidean is the most widely used method to measure the removal. 

3.2 Now, on the basis of distance esteem, sort them in rising order. 
3.3 After that, the best K columns will be picked from the sorted list. 
3.4 Now, the course will be relegated to the test point depending on several of the 

visits of this line. 
4. End. 

The following figure 5 specifically described KNN as classified data from category A, 
and category B. 

 

 

Figure 5. KNN Classification [20] 

These are briefly well-defined some mathematical distance methods or functions used 
in KNN algorithm. Euclidean, Manhattan or Hamming distance and this method work 
on classification. These methods are given below: 

 

Euclidean 
√∑(𝒙𝒊 − 𝒚𝒊)𝟐

𝒌

𝒊=𝟏

 

Manhattan ∑|𝐱𝐢 − 𝐲𝐢|

𝐤

𝐢=𝟏

 

Minkowski 

(∑(|𝐱𝐢

𝐤

𝐢=𝟏

− 𝐲𝐢|)𝐪)𝟏/𝐪 

2.5. K-mean algorithm 

The unsupervised K-mean algorithm is a machine learning approach. This technique 
divides data into mixed or unstructured categories. The dataset begins with a first 
group of randomly picked mean values, which serves as a starting point for each 
subsequent group, and then executes repetitive computations to optimize the position 
of the center values. The K-means algorithm functions on the following principles: 

 

1. Discover out the number of K clusters.  
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2. Compute the centroids by beginning with the reordering of the dataset and then 
randomly selecting the K information for the centroids without substitution. 

3. Identifying the crevices until there is little development inside the centroids. The 
process of concentrating knowledge on clusters does not shift. 

4. Calculate the totality of the squared distance between the focal points of the details 
and all the centroids. 

5. Designate each information Point to the nearest whole number (centroid).  
6. Calculate the centroids for the clusters by calculate the cruel of all the information 

focuses having a place to each cluster. 
7. End. 

    The following Figures 6 are clearly defined K-means or clustering data from sample 
to cluster. 

 

 

Figure 6. K-means Clustering [21] 

 
3. Performance analysis of principal component analysis (PCA), support vector 
machine (SVM), K-nearest neighbors (KNN) and K-mean algorithm 

Python is a script-specific open source and high-level language used mainly for work 
and machine learning algorithms, web developments, and databases. We have been 
used the GUI framework Anaconda Navigator ->Jupiter Notebook. We connect 
dataset and implemented PCA, SVM, KNN, and K-Means algorithms through python 
programming language. Basically, dataset work on breast cancer disease. This 
dataset based on 30 dimensional features (columns) and tuples (rows) on 569. We 
run three different programs, the first program process PCA along with SVM algorithm, 
the second program process PCA along with KNN algorithm and finally, the third 
program process PCA along with K-Means algorithm and all programs same dataset 
used. Throughout all of these applications are running on the personal computer. The 
configuration of pc is given below: 

 Second Generation Intel (R) Core (TM) i5-2520M CPU @ 2.50 GHz. 

 RAM of 4.00 GB. 

 system is a 64-bit operating system. 

 Windows 10 (Home). 

 500 GB hard disk. 
 

4. Result and discussion 

Performance benchmarking the comparison between SVM and KNN algorithms and 
used technique in supervised learning, and other comparison between K-Means and 
KNN algorithm and technique used in Un-supervised learning, both comparisons along 
with PCA implemented. The dataset utilized in this paper breast cancer disease and 
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table 1 are well characterized in this research. This dataset consists of 569 tuples 
(columns) and 30 dimensional characteristics (columns). The WDBC-Malignant and 
WDBC-Benign dataset target attributes are grouped into two categories (0,1). We 
found that the forecast was correct. As a result, highly speedy performance was 
discovered, which works better and tests regression, classification, and clustering 
approaches. 

4.1. Principal component analysis (PCA) results 

All the programs of the breast cancer dataset are shown here. These breast cancer 
dataset programs are shown in Figures 8, 9 without PCA implementation. The scaled 
data 30-Dimension dataset is clearly defined in Figure 8, and the mixed data chart is 
shown in Figure 9 after the PCA approach is applied to minimize dimensions. The PCA 
technique reduces a 30-dimensional dataset to a 2-dimensional one. Figure 10 depicts 
the two-dimensional dataset, while Figure 11 depicts two distinct groups. The first PCA 
colour circle is purple, and the second PCA colour circle is yellow. 

Table 1. Breast Cancer Dataset 

Mean 
Radius 

Mean Texture 
Mean 

Perimeter 
Mean Area 

Mean 
Smoothness 

Mean 
Compactness 

17.99 10.38 122.80 1001.0 0.11840 0.27760 

20.57 17.77 132.90 1326.0 0.08474 0.07864 

19.69 21.25 130.00 1203.0 0.10960 0.15990 

11.42 20.38 77.58 386.1 0.14250 0.28390 

20.29 14.34 135.10 1297.0 0.10030 0.13280 

Mean 
Concavity 

Mean 
Concave 
Points 

Mean 
Symmetry 

Mean Fractal 
Dimension 

Radius 
Error 

Texture Error 

0.3001 0.14710 0.2419 0.07871 1.0950 0.9053 

0.0869 0.07017 0.1812 0.05667 0.5435 0.7339 

0.1974 0.12790 0.2069 0.05999 0.7456 0.7869 

0.2414 0.10520 0.2597 0.09744 0.4956 1.1560 

0.1980 0.10430 0.1809 0.05883 0.7572 0.7813 

Perimeter 
Error 

Area Error 
Smoothness 

Error 
Compactness 

Error 
Concavity 

Error 
Concave 

Points Error 

8.589 153.40 0.006399 0.04904 0.05373 0.01587 

3.398 74.08 0.005225 0.01308 0.01860 0.01340 

4.585 94.03 0.006150 0.04006 0.03832 0.02058 

3.445 27.23 0.009110 0.07458 0.05661 0.01867 

5.438 94.44 0.011490 0.02461 0.05688 0.01885 
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Symmetry 
Error 

Fractal 
Dimension 

Error 

Worst 
Radius 

Worst 
Texture 

Worst 
Perimeter 

Worst Area 

0.03003 0.006193 25.38 17.33 184.60 2019.0 

0.01389 0.003532 24.99 23.41 158.80 1956.0 

0.02250 0.004571 23.57 25.53 152.50 1709.0 

0.05963 0.009208 14.91 26.50 98.87 567.7 

0.01756 0.005115 22.54 16.67 152.20 1575.0 

Worst 
Smoothness 

Worst 
Compactness 

Worst 
Concavity 

Worst 
Concave 
Points 

Worst 
Symmetry 

Worst Fractal 
Dimension 

0.1622 0.6656 0.7119 0.2654 0.4601 0.11890 

0.1238 0.1866 0.2416 0.1860 0.2750 0.08902 

0.1444 0.4245 0.4504 0.2430 0.3613 0.08758 

0.2098 0.8663 0.6869 0.2575 0.6638 0.17300 

0.1374 0.2050 0.4000 0.1625 0.2364 0.07678 

 

 

Figure 7. 30- Dimension Dataset 

 

Figure 8. PCA Before Implementation Mixed Data Chart 
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Figure 9. 2-Dimesions Dataset 

 

 

Figure 10. Principal Component Analysis (PCA) Data Chart 

4.2. Support vector machine (SVM) and K-nearest neighbors (KNN) algorithms 
result 

The definitive estimate outcome, the support vector and K closest values forecast the 
ultimate results. Regression, classification, and mathematical methods like kernel 
linear (radial basis function) and minkowski distance all use these procedures. The 
comparison of SVM and KNN outcomes is briefly defined in tables 2 and 3, followed 
by table 4 and figure 12 that clearly defines the comparison graph. This table, as well 
as the pictures, describe the precision, recall, accuracy, and classifier of both 
algorithms, as well as figure 13, which depicts the predicted and true labels. Figure 
15, 16 depicts precision, recall, accuracy, and classifier in this graph, which is based 
on two classes (0, 1). 

Table 2. SVM Classification Malignant and Benign Outcomes 

Results of SVM Class Malignant and Benign 

 Precisi
on 

Recall F1- Score Support 

Class (Malignant 
0) 

0.88 0.90 0.89 60 

Class (Benign 1) 0.94 0.93 0.93 108 

Macro Avg. 0.91 0.92 0.91 171 

Weighted Avg. 0.92 0.92 0.92 171 
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Table 3. KNN Class Malignant and Benign Result 

Results of KNN Class Malignant and Benign 

 Precisi
on 

Recall F1- Score Support 

Class (Malignant 
0) 

0.00 0.00 0.00 61 

Class (Benign 1) 0.64 1.00 0.78 110 

Macro Avg. 0.32 0.50 0.39 171 

Weighted Avg. 0.41 0.64 0.50 171 

 

Table 4. Results of SVM and KNN Algorithm 

 Precisi
on 

Recall Accuracy Classifier 

SVM 0.9433
96226
41509

44 

0.92592
5925925

9259 

0.9181286549
707602 

0.96 

KNN 0.6432
74853
80116

96 

1.0 0.6432748538
011696 

0.95 

 

 

Figure 11. Comparison Graph KNN & SVM Results 
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Figure 12. Predicted Label and True Label SVM 

 

Figure 13. Predicted Label and True Label KNN 

  

 

Figure 14. Precision & Recall SVM 

 

 

Figure 15. Precision & Recall KNN 
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4.3. K-mean algorithm result 

The ultimate outcome the centroid clustering values, the K-mean algorithm, and a 
three-dimensional dataset in essence, this algorithm utilizes a clustering technique. 
The breast cancer and clusters dataset are clearly specified as a three-dimensional 
dataset, with two features based on breast cancer illness values and one feature target 
attribute number of clusters (see Figure 17). Figure 18 depicts the K-Means Clustering 
Centroid Value, and figure 19 depicts the three clusters after the unstructured dataset 
has been turned into structured data. These graphs show three clusters: blue, green, 
and red, with centroid values on the yellow star (*). Figure 20: Sum of squared error 
line cha calculated using K-Means. 

 

 

Figure 16.  Breast Cancer & Clusters Dataset 

 

 

Figure 17. K-Means Clustering Centroid Value 

 

Figure 18. K-Means Three Clusters 
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Figure 19. K-Means Sum of Squared Error Line Chart 

 
5. Conclusion 

Similar datasets and the data mining technique PCA were used in this study. Due to 
supervised and unsupervised learning, this data has been labeled and unlabeled, 
based on two types, WDBC-Malignant and WDBC-Benign (0, 1). First comparison of 
the algorithm for SVM & KNN and the technique used in supervised learning. 
Accuracy, recall, precision, classification, and prediction are often different from SVM 
and KNN outcomes. It was found that the accuracy, recall, precision, classifier, and 
prediction of KNN outperformed because the accuracy, recall, precision, and 
prediction of SVM is more effective and faster than that of the algorithm (KNN) and 
certain other comparisons between the algorithm and technique used in un-supervised 
learning of K-Means and KNN. KNN accuracy, recall, precision, classifier, could have 
been observed, While K-means the accurate results of centroid values, clustering, 
prediction, and sum of square error accurate results, no error is generated. The K-
means is more efficient and faster than the KNN algorithm, according to certain results. 
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